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Abstract In a low-seismicity context, the use of numerical simulations becomes
essential due to the lack of representative earthquakes for empirical approaches. The
goals of the EUROSEISTEST Verification and Validation Project (E2VP) are to pro-
vide (1) a quantitative analysis of accuracy of the current, most advanced numerical
methods applied to realistic 3D models of sedimentary basins (verification) and (2) a
quantitative comparison of the recorded ground motions with their numerical predic-
tions (validation). The target is the EUROSEISTEST site located within the Mygdo-
nian basin, Greece. The site is instrumented with surface and borehole accelerometers,
and a 3D model of the medium is available. The simulations are performed up to 4 Hz,
(damping, internal sediment layering structure, and shape of the sediment-basement
interface). Overall, the agreement reached among synthetics up to 4 Hz despite the
complexity of the basin model, with code-to-code differences much smaller than
predictions-to-observations differences, makes it possible to include the numerical
simulations in site-specific analysis in the 3D linear case and low-to-intermediate fre-
quency range.

Introduction: The EUROSEISTEST Verification and
Validation Project (E2VP)

The estimation of site effects within the framework of a
seismic-hazard study can involve different approaches, both
empirical and numerical. However, in the context of low or
frequencies of interest in seismic design applications (Ka-
wase and Matsushima, 1998; Day et al., 2001, 2003, 2005;
Satoh et al., 2001; Komatitsch et al., 2004; Bielak et al.,
2010; Chaljub et al., 2010).

However, before using the 3D ground-motion simula-
tion codes for civil engineering design purposes, it is neces-
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1992), blind tests focused on the effects of surface sediments;
these were followed by the more comprehensive comparison
exercises on the Osaka–Kobe basin area in Japan (Kawase
and Iwata, 1998) and on the southern California area within
the Southern California Earthquake Center (SCEC) frame-
work (Day et al., 2001, 2003, 2005; Bielak et al., 2010),
which also included the effects of extended sources and
regional propagation in the low-frequency range. The Effects
of Surface Geology 2006 (ESG2006) exercise focused on the
Grenoble valley in the French Alps (Chaljub et al., 2006,
2010; Tsuno et al., 2006) and revealed that 3D numerical
simulations were far from being a “press-button” tool.
Among the lessons learned in this exercise, one was espe-
cially important for practical applications: predictions of
the earthquake ground motion in complex geological struc-
tures should be made using at least two different but com-
parably accurate methods to enhance the reliability of the
predictions. This conclusion is consistent with the well-
known fact that no single method can indeed be considered
as the best for all relevant medium-wavefield configurations
(i.e., all important combinations of source characteristics and
underground structures), in terms of accuracy and computa-
tional efficiency.

The ESG2006 exercise included only the verification of
the numerical methods. We recall the concepts of verification
and validation (e.g., Moczo et al., 2014): verification of a
numerical method may be defined as the demonstration of
the consistency of the numerical method with the original
mathematical–physical problem defined by the controlling
equation, constitutive law, and initial and boundary condi-
tions. The quantitative analysis of accuracy should be a part
of the verification. Once the numerical method is analyzed
and verified for accuracy, it should be validated using obser-
vations. In general, the validation may be defined as the dem-
onstration of the capability of the theoretical model (i.e., the
mathematical–physical model and its numerical approxima-
tion) to predict and reproduce observations.

The main motivation of the EUROSEISTEST Verifica-
tion and Validation Project (E2VP) is a follow-up on this
series of comparative exercises, with an extension to the val-
idation part for the most advanced numerical modeling meth-
ods. E2VP is an international collaborative project (see
Table 1), organized jointly by: the Aristotle University of
Thessaloniki, Greece; the ITSAK (Institute of Engineering
Seismology and Earthquake Engineering of Thessaloniki),
Greece; the Cashima research project (supported by the
French Alternative Energies and Atomic Energy Commis-
sion [Commisariat à l’énergie atomique et aux énergies al-
ternatives, or CEA] and by the Laue-Langevin Institute [ILL],
Grenoble); and ISTerre at Grenoble Alpes University,
France. The E2VP target site is the Mygdonian basin near
Thessaloniki, Greece, which is the international research and
test site of many international seismological and earthquake-
engineering projects. To foster the use of linear 3D numerical
simulations in practical prediction, E2VP was designed to
(1) evaluate the accuracy of the current most-advanced

numerical methods when applied to realistic 3D models and
(2) provide an objective, quantitative comparison between
recorded earthquake ground motions and their numerical
predictions. Part of the results obtained in these efforts is pre-
sented here.

The article is accompanied by the methodological study
of Chaljub et al.(2015). It focuses on quantitative and quali-
tative analysis of accuracy (i.e., verification) of four numeri-
cal modeling methods in their application to stringent
canonical models directly related to the model of the Myg-
donian basin.

The Target Site: The Mygdonian Basin,
EUROSEISTEST, Greece

The first step of E2VP was to identify a suitable test site,
that is, a site coupling a good preexisting geological, geo-
physical, and geotechnical characterization with a sufficient
number of available recordings from adequately deployed
seismic stations. Such conditions are rarely fulfilled within the
Euro-Mediterranean area, and the selection process resulted in
decision for the EUROSEISTEST site, located 30 km east-
northeast of Thessaloniki, northeastern Greece (see Fig. 1).

The site is located at the center of the Mygdonian sedi-
mentary basin between the Volvi and Lagada lakes, in the
epicentral area of the magnitude 6.5 event that occurred in
1978 and damaged the city of Thessaloniki. The Mygdonian
basin has been extensively investigated within the framework
of various European projects (Pitilakis et al., 2009). A de-
tailed 3D model is available based on works by Manakou
et al.(2007, 2010). Dense instrumentation, including surface
accelerometers (Fig. 1) and a vertical array of six sensors
spread over a depth of about 200 m at the central TST site,
produced numerous accelerograms (Pitilakis et al., 2013).

The basin has been shaped by north–south extensive tec-
tonics, with east–west-trending normal faults on each side.
The velocity structure of the basin is well constrained along
the central north-northwest–south-southeast profile crossing

Table 1
Teams and Institutions Contributing to the 3D Numerical

Simulations of This Study

Institution Country Town
Team

Acronym

Comenius University of
Bratislava

Slovakia Bratislava CUB

Université Joseph Fourier France Grenoble UJF
Disaster Prevention Research

Institute, Kyoto University
Japan Kyoto DPRI

Istituto Nazionale di
Oceanografia e Geofisica
Sperimentale

Italy Trieste OGS

Université de Nice, Sophia
Antipolis

France Valbonne UNICE

Bureau de Recherches
Géologiques et Minières

France Orléans BRGM
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the central TST site, based on a large number of geophysical
and geotechnical measurements, surface and borehole seis-
mic prospecting, electrical soundings, and microtremor
recordings (Jongmanset al., 1998; Raptakiset al., 2000).
Along that profile, the sediment thickness reaches its maxi-
mum at the TST site (196 m), and theS-wave velocity (VS)
increases from130 m=s at the surface to about800 m=s at a
large depth. Because the velocity in the underlying bedrock
is 2600m=s, the velocity contrast at the sediment–bedrock
interface is large. The 3D structure in the whole graben has
been extrapolated from the central profile, taking into
account information from many single-point microtremor
measurements, array microtremor recordings, one east–west
refraction profile, and old deep boreholes drilled for water
exploration purposes (Raptakiset al., 2005). The resulting
detailed 3D model of the basin (Manakou, 2007; Manakou
et al., 2007, 2010) is 5 km wide and 15 km long, with the
maximum sediment thickness reaching about 410 m. The
TST site resembles a saddle point, with the sediment thick-
ness increasing both eastward and westward, off the north-
northwest–south-southeast central profile, which actually
corresponds to a buried pass between two thicker sub-basins
(Fig.1). The slope of the northern basin edge is much gentler
than the steep slope of the southern edge: the meshing of the
3D model thus requires specific attention and care, as the
diffraction on the longer northern basin edge is very efficient.
The whole area presents a rather smooth topography: a pre-

liminary sensitivity study indicated only negligible impacts
on ground motion (waveforms and engineering parameters),
and it was decided to not include the topography in the main
E2VP simulations. It was flattened, changing the elevation of
each interface but keeping unchanged the local thickness of
the various layers.

The mechanical properties of the 3D models are given in
Table2. We used two different velocity models (A and B).
Realistic model A consists of three sediment layers with lat-
erally varying thicknesses, according to the propositions by
Manakouet al.(2007, 2010). Within these three layers, prop-
erties are constant (homogeneous). Model B keeps exactly
the same geometry but replaces the homogeneous layers with
increasing-velocity linear gradients to avoid any internal
velocity jumps within the sedimentary filling. Model B is
a smoothed version of model A and was designed only
for the verification purposes of this study. Outside the basin,
the crustal 1D velocity model ofPapazachos (1998)has been
considered for the regional propagation. The attenuation is
assumed to be correctly represented by a frequency-indepen-
dent quality factorQ and a reference frequency of 1 Hz.

Some features of the models deserve a special mention
because of their impact on the difficulty of the numerical
simulations: (1) the simultaneous existence of a soft shallow
layer and of a high water table, withVS � 200 m=s andP-
wave–to–S-wave velocity ratioVP=VS � 7:5, and (2) a very
hard bedrock leading to large impedance contrast and effi-

Figure 1. (a,b) Location of the EUROSEISTEST site within the Mygdonian basin in northeastern Greece; (c) total sediment thickness in
the basin; thicknesses of (d) shallow layer 1 in the 3D model, (e) layer 2, and (f) deep layer 3 (see Table2). Note the strong lateral variations
and the asymmetries between the northern and southern edges, as well as between the western and eastern sides. The location of the EURO-
SEISTEST accelerometric array is represented by the purple triangles. The central accelerometric site TST appears as a saddle point, with a
maximum of sediment thickness along a north–south profile and a minimum along an east–west profile.
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pseudospectral method (FPSM), spectral-element method
(SEM), and discontinuous Galerkin method (DGM). Addi-
tional details on each method can be found in Tables1 and3.

In what follows, we compare the 3D ground-motion
simulations obtained with each code for a virtualMw 1.3
event occurring beneath the Mygdonian basin, considering
both the layered model A and the smooth model B (Table2).
A double-couple point source is assumed at 5 km depth be-
neath the TST central site (blue star in Fig.2), with normal
faulting to match the typical regional focal mechanism (strike,
260°; dip, 40°; rake,� 90°); the source time function is a Heav-
iside step function low-pass filtered below 3 Hz with a 10-pole
causal Butterworth filter. For each source-model configura-
tion, the teams were required to simulate 30 s of ground mo-
tion at 287 receivers (yellow triangles in Fig.2). The required
frequency range up to 4 Hz was intended to cover the low-to-
intermediate frequencies at which ground motion is signifi-
cantly affected by the basin.

Layered Model with Attenuation

Figure3ashows velocity seismograms at the central TST
site simulated by five teams for the layered model A, including
attenuation. Note the good agreement of all numerical predic-
tions at early arrivals (less than 6 s), especially on the vertical
component, and the large differences in phase and amplitude
at late arrivals. Some of those differences, in particular in the
amplitude of the later arrivals, are attributed to the fact that the
method of team 3D03 applies a frequency dependence ofQ: it
approximates the required model value only near the reference
frequencyf 0, and an almost linear increase ofQ with fre-
quency is applied abovef 0, whereas other teams modeled
the required constantQ. Globally, the numerical predictions

by teams 3D01, 3D02, 3D04, and 3D11 are very close in
the whole time window.

Figures4 and5 show maps of the envelope and phase
GOFs (equation1) evaluated at the virtual receivers for num-
erical predictions by teams 3D01, 3D02, 3D03, 3D04, and
3D11. TheGOF values are evaluated in the 0.5–4.0 Hz fre-
quency range as the weighted average for the horizontal com-
ponents of the ground velocity in Figure4 and for the vertical
component in Figure5. “Weighted average” means that the
larger component is given a proportionally larger weight; such
a weighting was considered to avoid meaningless values cor-
responding to large relative differences on very weak compo-
nents (for instance on rock near the nodal planes). Each small
colored circle represents a value ofGOF between numerical
predictions by two teams for the corresponding receiver. The
color scale ranges from an extremely poor fit (red) to an ex-
cellent fit (blue). TheGOFmaps are useful in tracking differ-
ences between numerical predictions. Table4 summarizes the
weighted averages (with the same amplitude-dependent
weighting) ofGOF evaluated for rock and soil (sedimentary)
sites for the investigated verification cases. Figure4 and
Table 4 show that the results obtained by teams 3D01,
3D02, 3D04, and 3D11 for layered model A with attenuation
are the most similar, withGOFvalues in the basin mostly com-
prised between 6 and 8 (good fit). Outside the basin, theGOF
values rise above 8 (excellent fit) at the rock sites.

The smaller values ofGOFbetween the 3D03 and other
synthetics are mainly due to the differently implemented at-
tenuation. TheGOFvalues for the basin are mostly between 4
and 6 (fair fit) but fall under 4 for some central receivers. The
level of agreement is smaller for envelopes. This is under-
standable: the attenuation mostly affects the amplitudes of
the waveform.

Table 3
Applied 3D Methods Used by the EUROSEISTEST Verification and Validation Project (E2VP) Participants to This Study

Team and 3D
Acronyms Method Characterization Attenuation

Absorbing Boundary
Conditions References

CUB
3D01

FDM Finite difference, fourth-order velocity-stress volume
arithmetic and harmonic averages of density and
moduli, arbitrary discontinuous staggered grid

GZB 4 relaxation
mechanisms

CPML Kristek et al. (2002,
2010); Moczoet al.
(2002, 2004, 2014)

UJF
3D02

SEM Spectral element, Legendre fourth-order polynomial
Gauss–Lobatto–Legendre integration

GZB 3 relaxation
mechanisms

Stacey (1988) Chaljubet al. (2007);
Peteret al. (2011)

DPRI
3D03

FDM Finite difference, fourth-order velocity-stress
nonuniform staggered grid

linear Q� f �
f 0 � 2 Hz,
Graves (1996)

Clayton and
Engquist (1977)
A1 + Cerjan

Pitarka (1999)

OGS
3D04

FPSM Fourier pseudospectral, vertically stretching
staggered grid

GZB 3 relaxation
mechanisms

CPML Klin et al. (2010)

UNICE
3D09

DGM Discontinuous Galerkin, velocity-stress second-order
Lagrangian polynomials with tetrahedral mesh and
homogeneous physical properties within elements

n.a. CPML Etienneet al. (2010)

BRGM
3D11

SEM Spectral element, Legendre fourth-order polynomial
Gauss–Lobatto–Legendre integration

Memory variables
with eight
relaxation
mechanisms

Stacey (1988)
paraxial P1
approximation

De Martin (2011)

All methods are second-order in time. GZB, generalized Zener body; CPML, convolutional perfectly matched layer (Martin and Komatitsch, 2009); n.a., not
applicable. See alsoData and Resources.

1402 E. Maufroy et al.



Figure 3. North–south (left) and vertical (right) components of synthetic ground velocity at central soil site TST, computed by four or five
different teams for a virtual central event in three cases: (a) the viscoelastic simulation in layered model A, the pure elastic simulation in
(b) the layered model A, and (c) the smooth model B. Most of the numerical predictions are consistent for the first 6 s, before the arrival of the
later phases, among which surface waves diffracted off the valley edges. Note that team 3D03 did not implement the requested constant-Q
viscoelastic rheology.
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3D04, 3D09, and 3D11. We can see a very satisfactory relation-
ship between the misfits (except for criterion C5) andGOFs:
when aGOF decreases, the corresponding misfit increases. It
is also clear that in terms of C1–C5 misfit criteria, the numerical
predictions by all teams for the three models are close: no misfit
exceeds 30% and most of them are below 20%. In particular,
the misfits for the smooth model B are clearly lower than the
misfits for the layered model A. We also see, as expected, a
clear difference between the rock and soil sites: the level of
agreement at the rock sites is significantly better (excellent in
theGOFverbal classification) than at the soil sites for all the
three models and for each criterion but C5.

The misfit for criterion C5 (RSD) correlates well with the
GOFat the soil sites (solid symbols in Fig.8), but a different
trend appears at the rock sites (empty symbols in Fig.8): the

C5 misfit indicates disagreement, whereas the corresponding
GOFs are all above 8 (excellent agreement). The higher C5
misfits at the rock sites are due to the fact that a small differ-
ence in duration between two signals gives a high misfit in
percentage if the duration of the target signal is short. For ex-
ample, the average signal durations in the elastic smooth
model B (green symbols in Fig.8) are equal to 1.34 s (team
3D01) and 0.99 s (team 3D02) at rock sites, whereas they in-
crease to 18.07 s (3D01) and 18.29 s (3D02) at the soil sites.
The average differences in duration between the numerical
predictions of these two teams are equal to 0.36 s for the rock
sites and 0.68 s for the soil sites. These differences are of the
same order, but the relative misfits in percentage are higher at
the rock sites (18.8%) where the duration is short compared to
the longer duration at the soil sites (5.4% of misfit).

Figure 4. Locations of goodness-of-fit (GOF) values (following theGOFprocedure byKristekováet al., 2009) for the viscoelastic rheol-
ogy case in the layered model A of the Mygdonian basin. The scores are computed as the weighted average (see theLayered Model with
Attenuationsection) over both horizontal components of ground velocity for five different numerical predictions (by teams 3D01, 3D02,
3D03, 3D04, and 3D11). The bottom left block of plots displays the envelope scores (ENV.); the upper right block displays the phase scores
(PHA.). Each colored dot corresponds to the envelope (amplitude) or phaseGOFvalue computed in the whole frequency range (0–4 Hz) at the
corresponding virtual receiver. Score 0 (red) corresponds to a very poor fit between the two numerical predictions of two teams, whereas
score 10 (blue) corresponds to a perfect fit. The results of one team relative to the other teams are to be found on the line and column labeled
by the team 3D acronym.
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Based on these comparisons and analyses, we conclude
that the selected ground-motion characteristics C1–C5,
which are more relevant for earthquake-engineering pur-
poses, make a reasonable and acceptable alternative to the
GOFs (equation1) for comparing dissimilar waveforms.
We will thus use them for the validation phase (next section)
to quantitatively compare recorded waveforms with their
numerical predictions.

An Overall Evaluation

As already pointed out and clearly appearing in Figure3,
the velocity seismograms obtained by different teams differ
from each other mostly for the layered model A without at-
tenuation (with the exception of the 3D03 solution for model
Awith attenuation, due to their different implementation of the
attenuation, as discussed previously). These differences
among synthetics are well reflected byGOFs based on theTF
misfits (equation1). The selected (earthquake-engineering)
criteria, as expected, provide a robust and different view on

the level of agreement among the synthetics for the layered
model A with and without attenuation. The C4 (CAV) misfits
are relatively low for model A without attenuation, whereas
the C5 (RSD) misfits are relatively low for model A with at-
tenuation (see Fig.8). The attenuation eventually improves
prediction of the signal duration in the basin sediments.

Overall, given the complexity of the Mygdonian basin
model, the level of similarity of all the 3D simulations up to
4 Hz (a rather high frequency with wavelengths as short as
50 m) is encouraging.

On the other hand, the verification phase of E2VP con-
firmed the previous experience of the ESG2006 comparative
exercise for the complex model of the Grenoble valley (Chal-
jub et al., 2010). Cross comparisons among methods and
iterations (to remove technical errors and possibly to improve
the method or code) are still necessary for a reliable numeri-
cal prediction of ground motion in complex models.

The discrete representation of continuous and discon-
tinuous material heterogeneity, the attenuation model, the

Figure 6. Same as Figure4, but without attenuation. The scores are computed as the weighted average (see theLayered Model with
Attenuationsection) over the three components of ground velocity for five different numerical predictions (by teams 3D01, 3D02, 3D03,
3D04, and 3D09).

Verification and Validation of 3D Numerical Simulation in the Mygdonian Basin, Greece 1407



approximation of the free surface, and nonreflecting bounda-
ries are identified as the main sources of differences among
the numerical methods and/or codes. All of those key ele-
ments need proper implementation in the methods and codes
for a sufficiently accurate simulation of ground motion at
sites atop complex local sedimentary structures. A more de-
tailed discussion of these factors and the way to reduce the
related code-to-code differences are provided by Chaljub
et al. (2015).

Implementation of attenuation into the 3D numerical
simulations has a complex impact on the accuracy of the
numerical predictions (e.g., compare the C4 and C5 misfits
in Fig. 8). Importantly, a proper attenuation model appa-
rently improves the level of agreement among different pre-
dictions in the sedimentary basin, as waveforms are not
dominated by strong late arrivals of very dispersive surface
waves.

Besides the attenuation, a smooth velocity distribution
inside sediments allows reaching significantly improved
levels of agreement among different predictions.

In conclusion of the verification phase, the encouraging
level of agreement among numerical predictions up to 4 Hz,
the subsequent identification of the factors affecting the accu-
racy of the simulations, and indications for correct handling of
those factors (Chaljub et al., 2015) support the use of the 3D
numerical modeling approach for predicting ground motion, at

least in the linear, low-to-intermediate frequency range, and
provided it is performed wisely and carefully.

Validation: Comparison of 3D Numerical Predictions
with Earthquake Recordings in the Mygdonian Basin

The next phase in E2VP is the validation part, consisting
of a quantitative comparison between numerical predictions
and actual recordings in the frequency range up to 4 Hz. The
comparison was performed for six local weak-to-moderate
magnitude events, spanning various azimuths, hypocenter
depths, and distances. The earthquakes were recorded by the
local array of surface and borehole accelerometers (see Fig. 2
and Table 5). Importantly for the numerical simulations, the
hypocenters are located inside the 3D numerical box (as dis-
played in Fig. 2): the maximum size of this box was limited to
roughly 20 × 30 km2 to keep a reasonable computational time
while going up to 4 Hz. This limited size excluded a number
of more distant events with good signal-to-noise ratios, which
will be included in a later study considering the improving
capabilities of high-performance computers. Further require-
ments on the selected events were (1) available focal mecha-
nism and (2) a sufficient number of high-quality recordings by
the local seismic array. The synthetics to be compared with the
records are computed for the 3D viscoelastic layered model A
of the Mygdonian basin (Table 2).

Figure 7. Same as Figure 4, but for the smooth model B, without attenuation. The scores are computed as the weighted average (see the
Layered Model with Attenuation section) over the three components of ground velocity for four different numerical predictions (by teams
3D01, 3D02, 3D04, and 3D09).

1408 E. Maufroy et al.





relatively well predicted and if the same event is
considered.

To have a global view of the agreement between record-
ings of the event 4 and their numerical predictions for all
recording sites, the horizontal components are compared
in terms of misfits on the E2VP criteria C1–C5 (Fig. 10).
The positive and negative misfit values, respectively, mean
over- and underestimation of 3D01’s prediction with respect
to the recordings. The misfit values are highly variable on the
whole array: an almost perfect fit (∼0%) is achieved on a few
receivers, but some high misfits (greater than �100%) are
also observed. The misfit values are also highly variable from
one criterion to another. The visual comparison of recordings
with their numerical predictions (Fig. 9) indicates a good

level of agreement at the surface soil site TST (central
receiver in Fig. 10) and at the corresponding downhole sen-
sor at 197 m depth (the vertical array of five receivers below
TST is represented in Fig. 10 by a diagonal projection of
points at the surface). The level of agreement at the surface
soil site TST is indeed excellent (misfits closed to 0%) for
criteria C1, C2, and C4 (intermediate-to-high frequencies
and CAV intensity). The misfit value for C3 remains reason-
able (below 20%). As for C5, it was previously shown (see
the Discussion on the Comparison Criteria section) that the
duration criterion can lead to relatively strong misfits if the
duration of the seismic signal is short; it is precisely the case
at TST for close-event 4. The misfits shown in Figure 10 for
the borehole station also drop to a satisfactory level (absolute
values for all criteria are below 30%). On the contrary, the
recorded waveform and the numerical predictions at the
western site of the array are really different (Fig. 9c). It is note-
worthy that, even if the waveforms are different, the numerical
prediction is still able to reproduce some of the characteristics
of the ground motion: the fit at the western site is excellent for
C3 (low frequencies) and good for C4 (CAV intensity).

The highest misfits observed in Figure 10 are easily ex-
plainable. The amplitude of the ground motion at the eastern
soil site (far-right colored dot) is systematically overestimated
by the numerical prediction regardless of the frequency band
considered (criteria C1–C4). That receiver is the closest
receiver to the seismic source, and the numerical prediction
is thus especially impacted by even small uncertainties in
source characteristics (for instance, a slight error in the hypo-
center location). At the northern rock site, the numerical pre-
diction considerably underestimates amplitude of the recorded
waveform (regardless of frequency range; C1–C3) and inten-
sity (C4). The location of the station PRO, relative to the epi-
center of event 4, is close to the azimuth of the nodal planes of
the focal mechanism (see Fig. 2). Rapid spatial variations of
amplitude and intensity of the ground motion are expected for
such short distances from this azimuth: therefore, the numeri-
cal prediction at PRO for event 4 is highly sensitive to weak
uncertainties in the focal mechanism. The overprediction of
duration at this site is fully consistent with the underestimation
of the amplitude of the main signal, resulting in a Husid plot
spread over a larger time.

Comparing Verification and Validation Misfits for All
Six Events

Those misfit values show that the validation results are
very variable, even inside one event. A global overview of
the validation exercise allows comparing the level of agree-
ment between recordings and their numerical predictions to
the agreement reached among different synthetics. Figure 11a
gathers misfit values based on the E2VP criteria for the veri-
fication exercise (misfits between synthetics obtained by dif-
ferent teams; blue-tone dots) and for the validation exercise
(misfits between recordings and numerical predictions; red-
tone dots) at all receivers for the six selected events (Fig. 2

Figure 9. North–south component of observed and numerically
predicted ground acceleration at (a) the central soil site TST at sur-
face, (b) the corresponding 197 m depth borehole station, and (c) the
west soil site W03, for the Mw 4.4 real event in the northeast (event
4 in Fig. 2 and Table 5). Every time series is Butterworth filtered
between 0.5 and 4.0 Hz.
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velocimeters or accelerometers) proves to be invaluable for
checking the reliability of numerical simulation results, with
a special emphasis on vertical arrays, which allow the site-
effect component to be constrained. In addition to the avail-
ability of high-qualityin situ recordings, the validation phase
showed the importance of completing such data with high-
quality metadata, concerning both the source parameters
and the site model. Even though the need for additional infor-
mation and complementary surveys can always be identified,
the site selected for the present project can be considered as
one of the best-known sites, at least in the Euro-Mediterranean
area. The results obtained here in terms of validation, and
comparison with actual recordings should thus be representa-
tive of the top-ranking sites in terms of site investigations.

Even in such a well-known site, the prediction of several
ground-motion parameters of engineering interest exhibits
average differences around 60%–80%, with a minimum of
30%–40% for the larger magnitude, probably best-known
event. Such values should be kept in mind when discussing
the effects of missing elements in the numerical approach
(e.g., nonlinearities). The gross characteristics of the amplifi-
cation at the valley center are satisfactorily reproduced by the
3D model, both in terms of spectral contents and signal du-
ration, although with a slight underestimation. In the present
case, the differences between recordings and numerical pre-
dictions appear to have an approximately balanced origin
shared between inaccuracies in source parameters (hypocenter
location, magnitude, and focal mechanism), and uncertainties
in the site model (geometry, velocity structure, and damping).
Interestingly, in the present case, the former are associated
with some overprediction of ground motion, whereas the latter
would underestimate the site amplification. Such observations
suggest a positive bias in magnitude estimates, which would
be consistent with an underestimation of site effects at most
observational stations. However, similar analyses on other
sites are required to indicate whether such observations can
be generalized or are specific to the considered site.

Two final comments concerning the validation phase are
worth consideration. The first is related to the small number of
candidate seismic events that could be considered (i.e., those
within the numerical box). This is indeed a typical situation for
moderate/weak seismicity areas. Future validation exercises
would certainly benefit from the possibility of including more
distant events, which implies either the increase of computing
capabilities or the use of hybrid numerical schemes coupling
computations at different scales (an excitation box).

The second comment deals with the consequences of
these results on the use of numerical simulation for ground-
motion prediction. In the case of a deterministic approach, a
scenario earthquake would be defined: all the uncertainties af-
fecting the validation and linked to source parameters (parti-
ally responsible for the large differences between recordings
and their numerical predictions) should therefore be left aside,
and only those linked to the propagation and site models
should be considered; however, for sources of finite extent,
an additional cause of variability should be taken into account

as the detailed rupture kinematics cannot be deterministically
predicted, but it should be tackled with some sensitivity study.
In the case of a probabilistic approach, the use of numerical
simulation would probably focus more on the determination
of the site amplification function than on massive simulations
with a wide range of source parameters (location and magni-
tude). Therefore, whatever the approach, the main focus is the
determination of the site amplification. Further investigations
of the validation of 3D numerical simulations should thus def-
initely favor the use of pairs of stations on the site of interest
and on relevant nearby reference, including local vertical ar-
rays, together with thorough geophysical and geotechnical
surveys to provide the required details of the underground
structure, not only for high frequencies and short wavelengths,
but also for some still badly known parameters, such as
material damping.

Data and Resources

Several numerical cases of the E2VP are made freely
available to the seismological community athttp://www
.sismowine.org(last accessed February 2015). The real seis-
mograms used in this study can be obtained from the EURO-
SEISTEST strong ground-motion database and web portal at
http://euroseisdb.civil.auth.gr(last accessed June 2014; see
also Pitilakis et al., 2013). The spectral-element method
(SEM) meshes were designed using the commercial software
Cubit (https://cubit.sandia.gov; last accessed June 2014).
The synthetic seismograms from team 3D11 were computed
using the code EFISPEC3D (De Martin, 2011; http://
efispec.free.fr; last accessed January 2014).
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� P �
�

� log�Ppred:=Ptarget�
log�2�

�
× 100: �A3�

This calculation of the misfit� P gives symmetrical values for
under- or overestimation of the target value:� P is negative
when the prediction underestimates the target and positive
when the prediction overestimates the target.

In the E2VP evaluation procedure, the horizontal
components of the ground motion are handled differently,
depending on the considered ground-motion parameter. At
first, each parameter is estimated over distinct horizontal
components, giving two horizontal values per ground mo-
tion. Both C4 and C5 are based on the integral of the accel-
eration time series; therefore, the two horizontal values of the
corresponding parameter (CAV andRSD) are directly added
together prior to the comparison. Concerning C1–C3, the
horizontal components of the target signal are systematically
rotated, ranging from 0° to 355°, with an angle increment of
5°, to determine the rotation of components that maximizes
the value of the considered parameter. This systematic explo-
ration is performed on the acceleration time series for C1 and
on the elastic spectral acceleration for C2 and C3. Once the
maximizing rotation angle is determined, the same rotation is
applied to the predictive signal. The comparison finally oc-
curs on the horizontal component rotated to maximize the
value of the target parameter.
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